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a b s t r a c t

One of the major challenges impeding advancement in image-guided surgical (IGS) systems is the soft-
tissue deformation during surgical procedures. These deformations reduce the utility of the patient’s pre-
operative images and may produce inaccuracies in the application of preoperative surgical plans. Solutions
to compensate for the tissue deformations include the acquisition of intraoperative tomographic images of
the whole organ for direct displacement measurement and techniques that combines intraoperative organ
surface measurements with computational biomechanical models to predict subsurface displacements.
The later solution has the advantage of being less expensive and amenable to surgical workflow. Several
modalities such as textured laser scanners, conoscopic holography, and stereo-pair cameras have been
proposed for the intraoperative 3D estimation of organ surfaces to drive patient-specific biomechanical
models for the intraoperative update of preoperative images. Though each modality has its respective
advantages and disadvantages, stereo-pair camera approaches used within a standard operating micro-
scope is the focus of this article. A new method that permits the automatic and near real-time estimation
of 3D surfaces (at 1 Hz) under varying magnifications of the operating microscope is proposed. This
method has been evaluated on a CAD phantom object and on full-length neurosurgery video sequences
(�1 h) acquired intraoperatively by the proposed stereovision system. To the best of our knowledge, this
type of validation study on full-length brain tumor surgery videos has not been done before. The method
for estimating the unknown magnification factor of the operating microscope achieves accuracy within
0.02 of the theoretical value on a CAD phantom and within 0.06 on 4 clinical videos of the entire brain
tumor surgery. When compared to a laser range scanner, the proposed method for reconstructing 3D sur-
faces intraoperatively achieves root mean square errors (surface-to-surface distance) in the 0.28–0.81 mm
range on the phantom object and in the 0.54–1.35 mm range on 4 clinical cases. The digitization accuracy
of the presented stereovision methods indicate that the operating microscope can be used to deliver the
persistent intraoperative input required by computational biomechanical models to update the patient’s
preoperative images and facilitate active surgical guidance.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

Intraoperative soft tissue deformations or shift can produce
inaccuracies in the preoperative plan within image-guided surgical
(IGS) systems. For instance, in brain tumor surgery, brain shift can
produce inaccuracies of 1–2.5 cm in the preoperative plan (Roberts
et al., 1998a; Nimsky et al., 2000; Hartkens et al., 2003). Further-
more, such inaccuracies are compounded by surgical manipulation
of the soft tissue. These real-time intraoperative issues make
realizing accurate correspondence between the physical state of
the patient and their preoperative images challenging in IGS
systems. To address these intraoperative issues, several forms of
intraoperative imaging modalities have been used as data to char-
acterize soft tissue deformation in IGS systems. Based on the
modality used, intraoperative tissue deformation compensation
methods can be categorized as: (1) partial or complete volume
tomographic intraoperative imaging of the organ undergoing
deformation and (2) intraoperative 3D digitization of points on
the organ surface, the primary focus of this article. Tomographic
imaging modalities such as intraoperative computed tomography
(iCT) (King et al., 2013), intraoperative MR (iMR), and intraopera-
tive ultrasound (iUS) have been used to compensate for tissue

http://crossmark.crossref.org/dialog/?doi=10.1016/j.media.2014.07.004&domain=pdf
http://dx.doi.org/10.1016/j.media.2014.07.004
http://dx.doi.org/10.1016/j.media.2014.07.004
http://www.sciencedirect.com/science/journal/13618415
http://www.elsevier.com/locate/media


A.N. Kumar et al. / Medical Image Analysis 19 (2015) 30–45 31
deformation and shift in hepatectomies (Lange et al., 2004; Bathe
et al., 2006; Nakamoto et al., 2007) and neurosurgeries (Butler
et al., 1998; Nabavi et al., 2001; Comeau et al., 2000; Letteboer
et al., 2005). These types of volumetric imaging modalities provide
direct access to the deformed 3D anatomy. However, these modal-
ities are affected by surgical workflow disruption, engendered cost,
or poor image contrast.

Employing 3D organ surface data to drive biomechanical
models to compute 3D anatomical deformation is an alternative
to the compensating for anatomical deformation using the above
mentioned volumetric imaging based methods. Recent research
has demonstrated that volumetric tissue deformation can be char-
acterized and predicted with reasonable accuracy using organ sur-
face data only (Dumpuri et al., 2010a; Chen et al., 2011; DeLorenzo
et al., 2012; Rucker et al., 2013). These types of computational
models rely on accurate correspondences between digitized 3D
surfaces of the soft-tissue organ taken at various time points in
the surgery. Certainly, persistent delivery of 3D organ surface mea-
surements to this type of model-update framework can realize an
active IGS system capable of delivering guidance in close to real
time. Organ surface data and measurements to drive these compu-
tational models can be obtained using textured laser range scan-
ners (tLRS), conoscopic holography (Simpson et al., 2012), and
stereovision systems. All of these modalities deliver geometric
measurements of the organ surfaces in the field of view (FOV) as
3D points or a point cloud. In the case of tLRS and stereovision,
the point clouds carry color information making them textured.
These modalities allow for an inexpensive alternative to 3D tomo-
graphic imaging modalities and provide an immediate non-contact
method of digitizing 3D points in a FOV. With these types of 3D
organ surface digitization and measurement techniques, the
required input can be supplied to the patient-specific biomechan-
ical computational framework to compensate for soft tissue
deformations in IGS systems with minimal surgical workflow dis-
ruption. In this paper, we compare the point clouds obtained by
the tLRS and the developed stereovision system capable of digitiz-
ing points under varying magnifications and movements of the
operating microscope.

Optically tracked tLRS have been used to reliably digitize sur-
faces or point clouds to drive biomechanical models for compensa-
tion of intraoperative brain shift and intraoperative liver tissue
deformation (Cash et al., 2007; Dumpuri et al., 2010a, 2010b;
Chen et al., 2011; Rucker et al., 2013). The tLRS can digitize points
with sub-millimetric accuracy within a root mean square (RMS)
error of 0.47 mm (Pheiffer et al., 2012). While the tLRS provides
valuable intraoperative information for brain tumor surgery, estab-
lishing correspondences between temporally sparse digitized
organ surfaces is challenging and makes computing intermediate
updates for brain tumor surgery even more challenging (Ding
et al., 2011).

Stereovision systems of operating microscopes can remedy the
deficiencies of the tLRS by providing temporally dense 3D digitiza-
tion of organ surfaces to drive the patient-specific biomechanical
soft-tissue compensation models. Initial work in a similar vein has
been done with respect to using an operating microscope for visual-
izing critical anatomy virtually in the surgical FOV for neurosurgery
and otolaryngology surgery (King et al., 1999; Edwards et al., 2000).
In this augmented reality microscope-assisted guided intervention
platform, bivariate polynomials for camera calibration (Willson,
1994) are used with a given zoom and focus input setting for estab-
lishing the correct 3D position of critical anatomies overlays. Figl
et al. (2005) developed a fully automatic calibration method for
an optical see-through head-mounted operating microscope for
the full range of zoom and focal length settings, where a special cal-
ibration pattern is used. In this presented work, we use standard
camera calibration techniques (Zhang, 2000) with a content-based
approach and do not separate the zoom and focal length settings
of the microscope’s optics as done in Willson (1994) and Figl et al.
(2005). Our method is based on estimating the magnification being
used by neurosurgeons. This magnification is the result of a combi-
nation of using the zoom and/or focal length adjustment functions
on the operating microscope.

Although stereovision techniques are often used for surface
reconstruction in computer-assisted laparoscopic surgeries
(Maier-Hein et al., 2013, in press), in this paper, we focus on three
stereovision systems that have been used for brain shift correc-
tion using biomechanical models. These stereovision systems
are housed externally or internally within the operating micro-
scope, which is used routinely in neurosurgeries. The 3D digitiza-
tion of the organ surface present in the operating microscope’s
FOV can be accomplished using stereovision theory. The first sys-
tem uses stereo-pair cameras attached externally to the operating
microscope optics (Sun et al., 2005a, 2005b; Ji et al., 2010). This
setup renders the assistant ocular arm unusable when the cam-
eras are powered on. Often, the assistant ocular arm of the micro-
scope is used as a teaching tool. This limits the acquisition of
temporally dense cortical surface measurements. The second ste-
reovision system also uses an external stereo-pair camera system
attached to the operating microscope. This system relies on a
game-theoretic approach for combining intensity information in
the operating microscope’s FOV to digitize 3D points (DeLorenzo
et al., 2007, 2010). The system relies on manually delineated sul-
cal features on the cortical surface for computing 3D surfaces or
point clouds using the developed game-theoretic framework.
Similar to the disadvantages shouldered by the tLRS, the tempo-
rally sparse data from these two stereovision systems make
establishing correspondence for driving the model-update frame-
work challenging. Paul et al. (2005) developed the third stereovi-
sion system. This system uses external cameras and is capable of
displaying 3D reconstructed cortical surfaces registered to the
patient’s preoperative images for surgical visualization. In Paul
et al. (2009), the stereovision aspect of this system has been
extended for registering 3D cortical surfaces acquired by the ste-
reo-pair cameras for computing cortical deformations. One of the
major unaddressed issues in these three stereovision systems is
the acquisition of reliable and accurate point clouds from the
microscope under varying magnifications and microscope move-
ments for the duration of a typical brain tumor surgery, approx-
imately 1 h.

During neurosurgery, the surgeon frequently moves the head of
the operating microscope and zooms in and out of the surgical site
to effectively manipulate the organ surface to perform the surgery.
The magnification function of the operating microscope is a combi-
nation of changes in zooms and focal lengths of the complex opti-
cal system housed inside the head of the operating microscope. The
unknown head movements and magnification changes alter the
determined camera calibration parameters at the pixel level, cause
calibration drift, and consequently, result in inaccurate point
clouds. Several popular methods for self-calibration of cameras
have been developed (Hemayed, 2003), where an initial camera
calibration is not performed.

In published methods, the stereo-pair cameras are either recal-
ibrated or the operating microscope’s optics are readjusted to the
initial calibration state for the stereo-pair cameras when a point
cloud needs to be obtained during the surgery. Overall, the inabil-
ity to persistently and robustly digitize points on the organ surface
accurately for the duration of the neurosurgery has been one of the
considerable barriers to widespread adoption of the operating
microscope as a temporally dense intraoperative digitization plat-
form. As a result, the development of an active IGS system capable
of soft tissue surgical guidance to the clinical armamentarium has
been slowed.
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In this article, we develop a practical microscope-based digiti-
zation platform capable of near real-time intraoperative digitiza-
tion of 3D points in the FOV under varying magnification settings
and physical movements of the microscope. Our stereovision cam-
era system is internal to the operating microscope and this keeps
modifications and disruptions to the surgical workflow at a mini-
mum. With this intraoperative microscope-based stereovision
system, the surgeon can perform the surgery uninterrupted while
the video streams from the left and right cameras get acquired.
Furthermore, the assistant ocular arm of the operating microscope
is still usable. Preliminary work comparing the accuracy of point
clouds obtained from such a microscope-based stereovision sys-
tem against the point clouds obtained from the tLRS on CAD phan-
tom objects has been presented in our previous work (Kumar et al.,
2013).

In this paper, we (1) build on the real-time stereovision system
of Kumar et al. (2013) to robustly handle varying magnifications
and physical movements of the microscope’s head based on a con-
tent-based approach. We (2) compare the theoretical magnifica-
tion of the microscope’s optical system to the magnification
computed from our near real-time algorithm; and (3) evaluate
the accuracy of the digitization of 3D points using this intraopera-
tive microscope-based digitization platform against the gold stan-
dard tLRS on a CAD designed cortical surface phantom object and
cortical surfaces from 4 full-length clinical brain tumor surgery
cases conducted at Vanderbilt University Medical Center (VUMC).
To the best of our knowledge, fully automatic near real-time 3D
digitization of points in the FOV using an operating microscope
subject to unknown magnification settings has not been previously
reported. Our fully automatic intraoperative microscope-based
digitization platform does not require any manual intervention
after a one-time initial stereo-pair calibration stage and can
robustly perform under realistic neurosurgical conditions of large
magnification changes and microscope head movements during
the surgery. Additionally, we validate our methods on full-length
highly dynamic neurosurgical videos that last over an hour, the
typical duration of a brain tumor surgery. This type of extensive
validation of an automatic digitization method has not been done
before to the best of our knowledge. Validations on earlier digitiza-
tion methods (Sun et al., 2005a; DeLorenzo et al., 2007; Paul et al.,
2009; Ding et al., 2011) have dealt with short video sequences (�3
to 5 min) acquired at sparse time points and rely on manual initial-
izations. Furthermore, we perform a study comparing the surface
digitization accuracy of the stereo-pair in the operating microscope
against the gold standard tLRS on 4 clinical cases. Overall, we dem-
onstrate a clinical microscope-based digitization platform capable
of reliably providing temporally dense 3D textured point clouds in
near real-time of the FOV for the entire duration and under realistic
conditions of neurosurgery.
2. Materials and methods

Section 2.1 describes the equipment and CAD models used for
acquiring and evaluating stereovision data. Section 2.2 and 2.3
explain the digitization of 3D points using the operating micro-
scope under fixed and varying magnification settings respectively.
2.1. Data acquisition and phantom objects

The proposed video-based method for 3D digitization under
varying magnifications is an all-purpose method not limited to
the use of an operating microscope and is independent of any hard-
ware interfaces such as the StealthLink� (Medtronic, Minneapolis,
MN, USA). To clarify, the magnification function on the operating
microscope changes the zoom and focal length values of the
microscope’s optical system, housed in the head of the microscope.
Furthermore, the head of the microscope can be moved in physical
space and this does not necessarily change the values of zoom and
focal lengths in the optical system, but such movements changes
the range of the operating microscope to the surgical field, i.e.
the brain surface. This physical change in the range of microscope
to the organ surface is reflected in the FOV of cameras and needs to
be accounted for when sizing the point clouds correctly. Such
movements and zoom and focal length changes can be recovered
using our algorithm as a single value, which can then be used to
digitize the FOV correctly. We call this single value the magnifica-
tion factor affecting the FOV. This all-purpose method can also be
used for surgeries that do not require an operating microscope.
For instance, in breast tumor surgery, a stereo-pair camera system
capable of magnification can be located afar from the surgical field
in the operating room. The proposed algorithm can recover the
magnification factor, which signifies the changes of the FOV cap-
tured in the cameras due to physical movement of the camera sys-
tem with respect to the breast surface and the magnification (zoom
and focal length) changes. Our method is more amenable to the
surgical workflow as an all-purpose fully automatic 3D digitization
method for different types of soft-tissue surgeries. It should be
clarified, however, that optical tracking would be needed to trans-
form the correctly sized digitized 3D organ surfaces to the stereo-
camera system’s coordinate system for driving a model-based
deformation compensation framework.

In this paper, we use the OPMI� Pentero™ (Carl Zeiss, Inc.,
Oberkochen, Germany) operating microscope with an internal ste-
reo-pair camera system. This is the current microscope used in
neurosurgery cases at VUMC. The internal stereo cameras of this
operating microscope is comprised of two CCD cameras, Zeiss’
MediLive� Trio™, and have NTSC (720 � 540) resolution with an
acquisition video frame rate of 29.5 frames per second (fps). The
stereo-pair cameras are setup with a vergence angle of 4� to assist
stereoscopic viewing. FireWire� Video cards at the back of the Pen-
tero microscope are connected via cables to a desktop, which
acquires video image frames from both cameras. Fig. 1 shows the
stereo video acquisition system of the Pentero microscope. This
microscope was used at VUMC to obtain patient video data with
Institution Board Review (IRB) approval. We test our methods on
stereo-pair videos of 4 full-length clinical brain tumor surgery
cases acquired by the Pentero microscope. The stereo-pair videos
were acquired uninterrupted for the entire duration of clinical
cases #2-4. Clinical cases #2-4 are approximately of duration
77 min, 115 min, and 78 min respectively. Clinical case #1’s ste-
reo-pair video acquisition was not as seamless because of hard
drive storage limitations on the acquisition computer and these
stereo-pair videos were acquired periodically until the end of brain
tumor surgery, the post-resection stage. The duration of clinical
case #1 was approximately 99 min but the stereovision acquisition
computer was able to capture a total of approximately 24 min of
video interspersed throughout this clinical case.

To test our stereovision approach and verify the accuracy of the
digitized 3D points in the FOV of the microscope under varying
magnifications, a phantom object of known dimensions was
designed using CAD software. The phantom object, shown in
Fig. 2, was rapid prototyped within a tolerance of 0.1 mm vertically
(EMS, Inc., Tampa, Florida, USA). The bitmap texture on this phan-
tom object is a cortical surface from a real brain tumor surgery case
performed at VUMC. This is the kind of RGB texture expected in the
FOV of the operating microscope during neurosurgery.

2.2. Point clouds under a fixed focal length

Stereovision is a standard computer vision technique for con-
verting left and right image pixels to 3D points in physical space.



Fig. 1. The Zeiss Pentero microscope as a test-bed, (a) the microscope, (b) the two FireWire� videocards for acquisition (indicated by red arrows), and (c) the OPMI head of the
microscope. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. CAD model of a cortical surface, where the texture is from a real brain tumor
surgery case performed at VUMC is shown in (a), and (b) shows the phantom object
in the FOV of the Pentero microscope.
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Trucco and Verri (1998), Hartley and Zisserman (2004) and Bradski
and Kaehler (2008) describe this stereovision methodology in
detail. In Kumar et al. (2013), we use the stereovision technique
composed of stereo calibration (Zhang, 2000), stereo rectification
(Bouguet, 1999, 2006), and stereo reconstruction based on Block
Matching (BM) (Konolige, 1997) steps to digitize 3D points in the
FOV of the Pentero operating microscope. Using Zhang’s calibration
technique, a chessboard of known square size is shown in various
poses to the stereovision system of the operating microscope. We
use a chessboard square size of 3 mm to provide metric scale to
the point clouds acquired by the microscope. We perform Zhang’s
calibration technique once prior to the start of the surgery and
make sure the initial calibration is accurate. We achieve a calibra-
tion accuracy of approximately 0.67–0.81 pixel2 using Zhang’s
method (Kumar et al., 2013). The main result from the stereovision
methodology is the reprojection matrix, Q, shown in Equation 1(a).
The elements of Q are image ‘‘focal lengths’’ or scale factors in the
image axes, (fx, fy), the location of image-center in pixel coordi-
nates, (cx,cy), and Tx is the translation between left and right cam-
eras. It should be clarified that the intrinsic parameters (fx, fy,cx,cy)
of the cameras are not the microscope optics’ focal length and
zoom. The process of stereo calibration (Zhang, 2000) establishes
the relationship between the microscope’s optics and the camera’s
intrinsic parameters at the pixel level. Q is used for reprojecting a
2D homologous point (x,y) in the stereo-pair image and its associ-
ated disparity d to 3D by applying Eq. (1b). When the zoom and
focal length of the operating microscope change, the intrinsic ele-
ments of the reprojection matrix, Q, changes as well.
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In Kumar et al. (2013), we show that the accuracy of the 3D dig-
itized points using BM (Konolige, 1997) and Semi-Global Block
Matching (Hirschmuller, 2008) methods are in the 0.46–1.5 mm
range for different phantom objects. For the purpose of developing
a real-time stereovision system, we picked BM for stereo recon-
struction because of its simplicity and because the method can
compute disparities in 0.03 s. Though other real-time techniques
for the stereo reconstruction stage have been used for IGS (Chang
et al., 2013), we have shown herein that BM provides sufficient
accuracy and has no major drawbacks of its use in the acquisition
of point clouds of the brain surface in clinical cases. An example of
the stereovision point cloud acquired by the Pentero operating
microscope on the phantom object using the BM method is shown
in Fig. 3.

It should be clarified that the captured stereo-pair videos’ image
frames remain the same dimension, 720 � 480, regardless of the
use of magnification function on the microscope or physical move-
ments of the microscope. This means that if magnification were



Fig. 3. Block Matching (BM) stereo reconstruction results on the cortical surface
phantom. The point cloud is shown at the bottom. The green rectangles indicate the
FOV common to the left and right cameras, and BM uses this FOV to compute the
point cloud. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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changed on the microscope, all reconstructed point clouds would
be of the same dimensions (length, width, and depth). This is incor-
rect because the physical dimensions of the object did not change
and the computed point clouds will be larger/smaller than it
should be. If the magnification factor were estimated, the com-
puted point clouds would be sized correctly and be reflective of
the physical dimensions of the object.
Fig. 4. The optical system housed inside of the Pentero operating microscope is
shown. The magnification function on the microscope uses the magnification and
primary objective changers. The autofocus function optimizes the values of c and fO

for which the organ surface is in focus and is sharp.
2.3. Point clouds under varying magnifications

This section develops a method to automatically compute the
change in magnification factor of the microscope’s FOV without
any prior knowledge. This magnification factor is used for the
digitization of 3D points using the stereovision framework of
Section 2.2. Our method keeps the metric scale used in Section 2.2
valid for the digitization of points under varying magnification set-
tings. Since initial calibration (Zhang, 2000) has been performed
once at the start of the surgery, at the metric scale (in our case,
3 mm), the problem of estimating the change in focal length result-
ing from the magnification function of the microscope becomes
constrained and does not require self-calibration camera proce-
dures devised by Hartley (1999), Pollefeys et al. (1999, 2007).
Snavely et al. (2006) proposed methods for the automatic recovery
of unknown camera parameters and viewpoint from large collec-
tions of images of scenic locations. Similar work involving the cal-
ibration of focal lengths for miniaturized stereo-pair cameras for
laparoscopy has been proposed by Stoyanov et al. (2005), where
a constrained parameterization scheme for the computation of
focal lengths is developed. Though these techniques have been suc-
cessfully used in various applications, estimation of the magnifica-
tion factor of the operating microscope is less complex and we
present a simple approach herein to compute this value. The pro-
posed procedure of estimating the magnification factor of the ste-
reovision system assumes that the extrinsic relationship between
left and right cameras remain unchanged inside the operating
microscope. In this section, we first explain the theoretical basis
of the magnification of operating microscopes and then delve into
the near real-time algorithm.
2.3.1. Magnification of operating microscopes
Magnification describes the size of an object seen with the

unaided eye in comparison to the size seen through an optical sys-
tem. The optical system of a microscope consists of a primary
objective, a tube lens, and an eyepiece with focal lengths, fO, fT,
and fE respectively (Born and Wolf, 1999; Lang and Muchel,
2011). The operating microscope’s optical system is equipped with
a magnification changer or a zoom system with different telescope
or Galilean magnifications, c, which can be arranged between the
primary objective and the tube lens. Including all these elements
of the microscope, the total magnification of the operating micro-
scope, VM, can be computed as shown in Eq. (2) (Lang and Muchel,
2011). In Eq. (2), VE is the magnification of the eyepiece (Lang and
Muchel, 2011). The operating microscope’s magnification function
changes the objective focal length fO and c values while keeping fT

and fE unchanged. Note that VM combines both the zoom parameter
and focal length parameters of the operating microscope’s magni-
fication function. On the Pentero microscope, the zoom and focal
length can be adjusted separately but they can be combined to
form Eq. (2). In this paper we are concerned with changes in VM

during neurosurgery. Fig. 4 illustrates the optical system housed
inside the head of the Pentero operating microscope. We expect
other commercial optical systems of microscopes to be similar in
construction. Our proposed algorithm is agnostic to various types
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of optical systems. The Pentero microscope shows radial distortion
in its captured images (Lang and Muchel, 2011) and the stereo
calibration algorithm by Zhang (2000) corrects for this radial
distortion. We use Zhang’s method (2000) for performing stereo
calibration once.

VM ¼
f T

f O
� c � VE ð2Þ

Let Vt
M denote the magnification of the operating microscope at any

given time t. For instance, the microscope’s total magnification used
during the initial stereo calibration stage, discussed in Section 2.2, is
V0

M . When the surgeon uses the zoom function of the microscope at
successive time points ti and tj, where ti < tj, the primary objective’s
focal length, fO, and Galilean magnifications, c, are changed. Fur-
thermore, the use of the zoom function magnifies the FOV at ti by
a to the zoomed version of the FOV at tj. This signifies that the
change in total magnification of the microscope at time ti and tj

are proportionally related by a, as shown in Eq. (3). We denote aj
i

the magnification from time ti to tj. We derive Eq. (4) using Eqs.
(2), (3). Using Eq. (4), we can now compute the change in magnifi-
cation at different time points, ti and tj. Since Zeiss’ Pentero micro-
scope’s screen displays the fO and c values, we can compute the

theoretical aj
i from Eq. (4). It should be clarified that the running

magnification from time ti to tk, where ti < tj < tk, denoted by ak
i

can be derived as a serial relationship as shown in Eq. (5). The man-
ual entering of fO and c for the calculation of a leads to an inelegant
solution for a seamless and persistent microscope-based digitizer.

Vj
M ¼ a � Vi

M ;a > 0 ð3Þ

aj
i ¼

f i
O

f j
O

� c
j

ci
ð4Þ

ak
i ¼ aj

i � a
k
j ð5Þ

The physical range between the organ surface and the stereo-
pair’s image planes is changed when the microscope’s head is
moved by the neurosurgeon. These movements may not affect
the theoretical magnification, a, but changes the reprojection
matrix, Q, in Eq. (1a). It should be clarified that our proposed algo-
rithm computes a magnification factor, ~a, which is a scale change
of the FOV of the camera resulting from the use of the magnifica-
tion function on the microscope and/or physical movements of
the microscope’s head. The magnification function on the micro-
scope can change the zoom or focal length of the microscope’s
optics, as shown in Eq. (2). In the projective geometry case for
the pinhole camera model, this magnification factor, ~a, gets multi-
plied with the camera ‘‘focal lengths’’ or image axes scale factors,
(fx, fy), and the location of image-center in pixel coordinates, (cx,cy),
for each camera of the stereo-pair. It should be noted that knowing
the exact reason for the change in the microscope’s optics – the
focal length or zoom changes of the optics – is not needed to com-
pute the scaling of the intrinsic camera parameters (fx, fy,cx,cy),
which characterize the size of the camera’s FOV. The radial and
tangential distortions of the camera lenses, and the extrinsic
parameters of the stereo-pair remain constant when the cameras
are zoomed in and out of the FOV. Our goal in this paper is to
use the temporally dense videos acquired by the stereovision sys-
tem to automatically estimate the magnification factor from time ti

to tj, which is denoted by eaj
i . We assume that fa0 ¼ 1 for V0

M , the
magnification factor during the initial calibration stage. This esti-

mation of the magnification factor, eaj
i , will enable the reliable 3D

digitization of points using the stereovision system of the operat-
ing microscope under different magnifications and movements.
2.3.2. Algorithm
The method for computing the magnification factor of the oper-

ating microscope, ~a, is comprised of the following parts: (1) feature
detection, (2) matching and homography computation, (3) estima-
tion of magnification factor, and (4) analysis of divergence. Steps
(1) and (2) are basis for homologous point matching between
two or more images. Homologous feature points-based tracking
in endoscopic surgery videos has been a challenging problem in
minimally invasive surgery (MIS) technology. Recent works tack-
ling this problem for lengthy video sequences have been presented
by Yip et al. (2012), where a combination of feature detectors are
used to persistently track the organ surface in animal surgery
and human nephrectomy endoscopic videos. These tracked points
are then used with the stereovision methodology to find 3D depth.
In Giannarou et al. (2012), anisotropic regions are tracked using
Extended Kalman Filters and tested on in vivo robotic-assisted
MIS procedures. Puerto and Mariottini (2012) compared several
feature matching algorithms over a large annotated surgical data
set of 100 MIS image-pairs. In this paper, we perform salient fea-
ture point matching between two consecutive image frames of
the video to compute the magnification factor. This means that
the set of homologous salient feature points detected between
any two pairs of consecutive image frames can be different. In this
paper, we do not aim to track feature points for the course of the
neurosurgery video and we leave that for future work.

2.3.2.1. Feature detection. We take a content-based approach for
computing the magnification factor of the microscope. This
requires the detection of features in the FOV of the operating
microscope, which is captured by the cameras. The image location,
in pixels, of these distinct features is called a keypoint. The FOV
under the microscope is subject to scale changes from the magni-
fication function and possible rotational changes from the physical
movements of the microscope’s head. To detect keypoints subject
to these realistic conditions of neurosurgery, we opt for a robust
scale- and rotational-invariant feature detector. Feature detection
is a well-studied topic in computer vision (Tuytelaars and
Mikolajczyk, 2007); Scale Invariant Feature Transform or SIFT by
Lowe (2004) and Speeded Up Robust Features or SURF by Bay
et al. (2008) are two popular scale-invariant and rotation-invariant
detectors. We use the SURF detector because of its fast computa-
tion time (Bay et al., 2008) to detect keypoints in the stereo-pair
video streams. This feature detector yields a 128-float feature
descriptor per keypoint in the image. Let ui be the set of keypoints
detected at magnification, Vi

M , at time ti and uj be the set of key-
points detected at magnification, Vj

M , at time tj, where ti < tj and
are within a temporal range of approximately 1 s. Typically,
1200–1800 SURF keypoints are detected per image frame for clin-
ical cases.

2.3.2.2. Matching and homography. Once the ui and uj sets of SURF
keypoints are computed, a matching stage will establish homolo-
gous points. The putative matching between the sets of keypoints
of ui to those of uj are determined using an approximate nearest
neighbor approach on the 128-float SURF feature descriptors of
the keypoints. The computationally fast implementation of k–d
trees from the FLANN library is used for establishing these putative
matches (Muja and Lowe, 2009). Fig. 5(a) shows the computed
nearest neighbor matches between the keypoints on brain tumor
surgery cases performed at VUMC using the Pentero operating
microscope. The nearest neighbor approach estimates the corre-
spondences between ui and uj with several mismatches or
outliers.

Estimating a homography or affine transformation between a
pair of images taken from different viewpoints is a standard tech-
nique for finding homologous points in panoramic stitching



Fig. 5. The left and right columns are of different brain tumor surgery cases. Row (a) of both cases shows the results of the nearest-neighbor matching between SURF
keypoints between ti and tj time points. Row (b) shows the results of the homography procedure for cleaning up mismatches to find the homologous points between ti and tj.
Note that the matching and homography procedures are robust to movements of the microscope as shown by the clinical case in the right column.
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(Hartley and Zisserman, 2004; Bradski and Kaehler, 2008; Szeliski,
2011). The homography preserves the fact that if three keypoints
lie on the same line in one image, then these keypoints will be col-
linear in the other image as well. In Yip et al. (2012), a homography
estimation was used to determine homologous keypoints, reject
mismatches, and drive the registration stage for endoscopic surgi-
cal videos. We take a similar approach for finding homologous key-
points in brain tumor surgery video.

In this paper, images acquired at ti and tj form the different
viewpoints for the purpose of eliminating mismatches between
correspondences. The soft-tissue deformation from ti and tj is small
in magnitude and local when compared to global rigid changes
caused by the use of the microscope’s magnification or physical
movements of the microscope. Video 1 demonstrates this notion
for clinical brain tumor surgery cases #3-4 performed at Vanderbilt
University Medical Center. In Video 1, one can see that when the
magnification is changed on the operating microscope, the feature
keypoints in the field of view expand or contract everywhere or
globally. Such a global change makes the divergence field, com-
puted between the homologous keypoints at ti and tj, to show an
expansion or contraction. The computation of the divergence field
is described later in Section 2.3.2.4.

From our experimental results and previously acquired tLRS
point clouds, we observe that the frame-to-frame (1 s apart) soft-
tissue deformation in neurosurgery is smoothly varying and small
in magnitude. Computing a homography between times ti and tj is
thus a reasonable assumption for finding homologous points. How-
ever, in MIS applications this may not be the case (Puerto and
Mariottini, 2012). Homography estimation finds the homologous
points that are at the intersection of the organ surface and of its
tangent plane. In brain tumor surgery, the tangent plane will
roughly capture the brain surface and bone areas, but may not cap-
ture the tumor resection. Computing a homography enables the
localization of keypoints on the brain surface and bone areas and
not in the highly dynamic areas of tumor resection. Indeed, using
highly dynamic areas of the FOV to estimate a global change such
as movements and magnification will lead to erroneous estima-
tions of magnification factors.

In Eq. (6), the homography matrix, H, relates the keypoint pi on
an image plane to the keypoint qj on another image plane, where
keypoints pi e ui and qj e uj. The putative correspondences from
the nearest neighbor matching stage and the estimated homogra-
phy matrix between them help eliminate spurious matches. We
use RANSAC to estimate H that maximizes the number of inliers
of all the putative correspondences between keypoints in ui and
uj, subject to the reprojection error threshold of Eq. (7), eH. The
RANSAC-estimated homography matrix, bH , is further refined from
all the correspondences classified as inliers using the Levenberg–
Marquardt algorithm (Hartley and Zisserman, 2004; Bradski and
Kaehler, 2008). The resulting inliers are the sets of homologous

keypoint matches, fui and fuj , and an example is shown in
Fig. 5(b). Typically, 300–1000 homologous points can be deter-
mined between ti and tj on clinical cases.

qj ¼ Hpi ð6Þ
kqj � bHpik2 < eH ð7Þ
2.3.2.3. Estimation of magnification factor (~a). The set of keypoints,
fui , detected at the microscope magnification Vi

M , is visible as fuj ,

detected at the microscope magnification Vj
M . Using the relation

in Eq. (4), the estimation of the magnification factor, eaj
i , is achieved

by the notion of spatial coherence between fui and fuj . Spatial

coherence ensures that two adjacent keypoints in fui remain adja-

cent in fuj . This idea is shown in Fig. 5(b), where adjacent keypoints
on the left image remain adjacent on the right image. When the
magnification function is used on the operating microscope or if
the microscope’s head is physically moved, pairwise distances

between any two keypoints in fui and fuj are scaled by a factor of
eaj

i . Let di
!

and dj
!

be the pairwise Euclidean distances for all the key-

points in fui and fuj respectively. Then, the magnification factor eaj
i

can be written as Eq. (8) and computed by the linear least squares

method. With fa0 ¼ 1 for V0
M , the magnification factor of the micro-

scope at any time point, tk, can be computed as fak
0 using Eq. (5).

dj
!
¼ eaj

i � d
! ð8Þ
2.3.2.4. Analysis of divergence. When the microscope is in use dur-
ing neurosurgery, the content-based approach for estimating the
unknown magnification factor at any time point may be prone to
small drift in values. This drift in values can be attributed to the
manipulation and the non-rigid motion of the soft-tissue, which
are captured in the videos as motions of small magnitudes. This

dynamic content of the FOV causes the resulting eaj
i to hover around

1.000 when the magnification function of the operating micro-
scope has not been used or if the microscope’s head has not been
moved. To account for this magnification factor drift, the
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divergence of the vector field generated by the homologous key-

points in ~ui and ~uj is used. Specifically, the vectors are computed

between the pixel locations of the homologous points in ~ui and
~uj. When the magnification function of the microscope is used or

if the microscope’s head is physically moved, the global scaling
change in the FOV will produce a large divergence value, whereas
soft-tissue deformation produces a small divergence value. A user-
defined threshold, er, for the divergence determines if the magni-
fication factor should be accepted versus rejected for digitizing the
Fig. 6. The divergence sign is indicated in the top-right corner in black, the eaj
i is

indicated in green and fak
0 is indicated in blue. The divergence is computed at the

centroid of all keypoints, indicated by the filled black circle. The divergence in (a) is
small and the computed magnification factor, eaj

i , can be rejected. In (b) and (c) the
divergence has large magnitude and the sign of divergence indicates whether the
microscope’s zoom-in or the zoom-out function was used. Based on the magnitude
of the divergence, the current magnification factor, eaj

i , is accepted for reliably
changing the overall magnification factor, fak

0 . (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
FOV as a point cloud. If the FOV has been zoomed-in, the diver-
gence should be positive and the vector field between the homol-
ogous points will be characterized by an expansion. The divergence
is negative and the vector field shows compression if the FOV has
been zoomed-out. This is illustrated in Fig. 6. Experimentally, we
have determined that the absolute value of divergence tends to
be around 0.1–0.3 when the microscope’s magnification has been
used or if the microscope has been physically moved, otherwise
the value is below 0.02. A er value of 0.02 works well for the 4
full-length clinical cases (�1 h) we have presented in this paper.

2.3.2.5. Microscope-based 3D point clouds. The estimated magnifica-

tion factor, eaj
i , is used for finding fak

0 using Eq. (5), which scales the
left and right camera intrinsic matrices and the reprojection
matrix, Q, described in Section 2.2. The BM stereo reconstruction
method computes the disparity map of the stereo-pair images
acquired at tj. Using the scaled reprojection matrix, Qj, the disparity
map produces a point cloud of the microscope’s FOV via Eq. (1b).
3. Results

3.1. Magnification factor evaluation

In this section, we present the estimation of the magnification
factors using the presented algorithm and compare it to the theo-
retical magnification factor. The magnification factor used on the
phantom object and the VUMC clinical cases is computed using
the Pentero microscope’s left camera video stream. The Pentero
microscope displays the primary objective’s focal length, fO, and

the Galilean magnification, c, and the theoretical values of aj
i and

ak
0 can be computed from Eqs. (4), (5). Table 1 compares the

theoretical values of magnification factors against our algorithm’s

estimations, eaj
i and fak

0 , for two datasets of the cortical surface
phantom. With tube focal length fT = 170 mm and eyepiece magni-
fication VE = 10, the theoretical total microscope magnification VM

(see Eq. (2)) can be computed for every time point reported in
Table 1 as well. Examples of magnification factors of Dataset 1
are shown in Fig. 7. Fig. 7(c) shows the point clouds of Dataset 1
at various magnifications of the Pentero microscope. The BM
Table 1
Comparison of theoretical and estimated magnification factors. Each row is a
successive time point, in 2.25 s increments. The start of video acquisition is indicated
by t = 0.

t Theoretical Algorithm Daj
i

Dak
0

aj
i

ak
0

eaj
i

fak
0

Dataset 1
0 – 1.00 – 1.00 – –
1 1.30 1.30 1.32 1.32 0.02 0.02
2 1.35 1.76 1.35 1.79 0.00 0.03
3 1.42 2.49 1.41 2.52 0.01 0.03
4 0.609 1.51 0.610 1.54 0.01 0.03
5 0.768 1.16 0.747 1.15 0.021 0.01
6 0.720 0.838 0.731 0.839 0.011 0.001
7 0.742 0.622 0.751 0.630 0.009 0.008
8 1.52 0.946 1.52 0.956 0.00 0.01
9 0.829 0.784 0.818 0.782 0.011 0.002

10 2.03 1.59 2.04 1.59 0.01 0.00
11 0.695 1.11 0.688 1.10 0.007 0.01

Dataset 2
0 – 1.00 – 1.00 –
1 0.580 0.580 0.598 0.598 0.018 0.018
2 0.393 0.228 0.425 0.254 0.032 0.026
3 4.39 1.00 3.95 1.00 0.44 0.00

Root Mean Square Error 0.118 0.018



Fig. 7. The cortical surface phantom is used for estimating different magnification settings at various time points is shown in (a). The FOV of the left camera for these time
points is shown in (b). The point clouds computed using the estimated magnification factor and the BM method is shown in (c). Note the point clouds of the phantom object
are sized correctly and reflect the physical dimensions of the phantom object.
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method with a block-size of nBM = 21 was used for reconstructing
the point clouds and is used for quantitative error analysis in Sec-
tion 3.3 of this paper.

For the results shown in Table 1, a minimum of 5 homologous
points were required for computing the homography, eH = 10.0,
er = 0.02, and each time point is 2.25 s apart. The root mean square
error is computed between all the estimated and theoretical values
of the magnification factor for both datasets. Our algorithm is able
to estimate the magnification factor for successive time points, ti

and tj, within 0.12 of the theoretical value. Furthermore, the algo-
rithm is able to estimate the current magnification factor of the
microscope from the initial start time point of the video acquisi-
tion, t0, within 0.02 of the theoretical value.
3.2. Phantom object data evaluation

The computed stereovision point clouds at different magnifica-
tions are compared to the ground truth relative depths of the cor-
tical surface phantom object. The known relative depths, z, of the
phantom object are annotated for each pixel (x,y) in the reference
left camera image, which is used in stereo reconstruction. The ste-
reovision point cloud intrinsically keeps the mapping from a pixel
to its 3D point. Arithmetic mean and root mean square error (RMS)
is computed between all the points in the point cloud to its respec-
tive ground truth z values. From Kumar et al. (2013), the tLRS’ RMS
error on the cortical surface phantom was determined to be
0.69 mm and the mean error was 0.227 ± 0.308 mm. Table 2 shows



Table 2
Arithmetic mean and RMS errors for point clouds of Dataset 1 obtained at different
magnification settings of the microscope.

t fak
0

Mean (mm) RMS (mm)

0 1.00 0.203 ± 0.265 0.354
1 1.32 0.288 ± 0.274 0.364
2 1.79 0.288 ± 0.272 0.359
3 2.52 0.282 ± 0.173 0.276
4 1.54 0.270 ± 0.276 0.406
5 1.15 0.229 ± 0.295 0.358
6 0.839 0.290 ± 0.303 0.480
7 0.630 0.600 ± 0.418 0.810
8 0.956 0.231 ± 0.267 0.416
9 0.782 0.295 ± 0.312 0.486

10 1.59 0.265 ± 0.234 0.320
11 1.10 0.226 ± 0.308 0.357

Average 0.289 ± 0.283 0.415
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the arithmetic mean and RMS errors for all the magnification
settings for Dataset 1. We are able to achieve accuracy in the
0.28–0.81 mm range using our stereovision system and the pre-
sented automatic algorithm for estimation of the magnification
factor of the microscope. The mean error for this dataset is
0.289 ± 0.283 mm. The accuracy of our proposed stereovision
system is on par with the accuracy of the tLRS. Absolute-
deviation-based error maps of the cortical surface phantom object
are computed for the point clouds of Dataset 1 at various magnifi-
cations. These are presented in Fig. 8. These error maps help con-
trast the microscope’s stereovision system’s ability to digitize 3D
points in its FOV at different magnification settings.

It is apparent from Figs. 7(c) and 8 that time point t = 7’s point
cloud has artifacts. These artifacts occur at abrupt transitions or
boundaries as the window for BM catches the abrupt transition
leading to the artifact. Boundaries of objects in the left camera
may be occluded in the right camera and this causes the BM stereo
reconstruction to be inaccurate around boundaries. Other stereo
reconstruction algorithms, which are typically non-real-time, have
addressed these artifacts (Scharstein and Szeliski, 2002). This issue
is not a critical limitation for neurosurgical applications because
the organ surfaces are relatively smooth when compared to the
abrupt edges in and around the cortical surface phantom object
for example. Additionally, the stereovision system lacks accuracy
in estimating surfaces that are far away from the cameras’ image
Fig. 8. Absolute deviation error maps for the cortical surface phantom at various time p
limitations of the stereovision system and the BM method can be especially seen at tim
planes. This is attributed to the nonlinear relationship between
disparity and depth mapping (Trucco and Verri, 1998). The preci-
sion of determining the disparity of surfaces that is farther away
from the cameras is lower because a small number of pixels
capture this distant surface. The size of a typical craniotomy for
brain tumor surgery is the size of the cortical phantom object,
4.78 cm � 3.36 cm, and this is reflected in the microscope’s FOV,
shown as t = 0 in Figs. 7 and 8. This is the FOV used during ste-
reo-pair camera calibration and is the working distance of the ste-
reovision system. Zooming out of the surgical field to the extent of
t = 7 will seldom occur as that particular magnification scale of the
operating microscope is not practical for performing neurosurgery
effectively.
3.3. Clinical data evaluation

In this section we evaluate our presented algorithm for comput-
ing magnifications of the microscope being used in clinical cases
and we also compare the computed stereovision point clouds with
the acquired tLRS point clouds of the pre- and post-resection cor-
tical surfaces of 4 brain tumor surgery cases performed at VUMC.
The correct magnification factor is needed to size the stereovision
point cloud for evaluation against the tLRS, especially, for the post-
resection evaluation. As a result, the magnification factors are com-
puted for the entire duration of the 4 clinical cases.

Table 3 shows computed magnification errors from our fully
automatic algorithm and the theoretical magnification values for
the magnifications used during these clinical cases. The ti and tj

columns in Table 3 show the discrete time points when the magni-
fication factor has been changed. To keep Table 3 succinct, we pres-
ent the magnification factors used for the full-length of clinical
cases 1–2 and partially for clinical cases 3–4. As mentioned earlier,
the stereo-pair video for clinical case #1 was acquired periodically
throughout the course of the surgery and consequently, the time
points in ti and tj columns of Table 3 are not 1 s apart for clinical case
#1. For this error analysis study, the neurosurgeon changed the
magnification of the Pentero microscope and moved the micro-
scope head toward/away from the FOV several times in a short time
interval for clinical cases 3–4 and we present these results in
Table 3. The autofocus function of the operating microscope was
enabled during this short time interval for clinical cases 3–4, which
changed the theoretical magnification values of the optical system
oints acquired at different magnification settings of the microscope is shown. The
e point t = 7.



Table 3
Comparison of theoretical magnification and estimated magnification factors for 4
clinical cases. The value of ti,j = 0 indicates the start of video acquisition. The units for
ti,j is seconds. (eH = 10.0, er = 0.02).

ti tj Theoretical Algorithm Daj
i

Dak
0

aj
i

ak
0

eaj
i

fak
0

Full-length clinical case 1
0 0 – 1.00 – 1.00 – –
4.50 6.75 1.28 1.28 1.28 1.28 0.00 0.00
290.25 412.25 1.19 1.52 1.21 1.55 0.02 0.03
1122.75 1197.00 0.933 1.42 0.980 1.50 0.047 0.08
2002.00 2139.00 1.07 1.52 1.02 1.51 0.05 0.01
2633.25 2637.75 0.954 1.45 0.911 1.40 0.043 0.05
2640.00 2646.75 0.925 1.34 0.870 1.24 0.055 0.10
2646.75 2655.75 1.33 1.78 1.35 1.68 0.02 0.10

Full-length clinical case 2
0 0 – 1.00 – 1.00 – –
893.90 894.92 0.988 0.988 1.02 1.02 0.027 0.027
928.47 929.49 1.24 1.23 1.24 1.18 0.0004 0.046
935.59 936.61 1.12 1.38 1.11 1.32 0.008 0.061
2862.71 2863.73 1.13 1.55 1.19 1.52 0.069 0.024
2881.02 2882.03 1.02 1.58 1.05 1.60 0.028 0.018
3702.71 3703.73 1.15 1.82 1.11 1.78 0.04 0.037
3703.73 3704.75 1.39 2.53 1.32 2.35 0.07 0.184
3722.03 3724.07 0.630 1.60 0.633 1.49 0.003 0.108
3735.25 3737.29 0.856 1.37 0.871 1.30 0.015 0.070
3751.53 3753.56 1.65 2.25 1.69 2.19 0.04 0.067
3769.83 3771.86 0.800 1.80 0.798 1.75 0.002 0.057

Clinical case 3
0 0 – 1.00 – 1.00 – –
6809.49 6810.51 0.613 0.613 0.580 0.580 0.033 0.033
6856.27 6859.32 1.72 1.06 1.74 1.01 0.02 0.05
6865.42 6866.44 1.23 1.29 1.17 1.18 0.06 0.11
6871.53 6873.56 0.711 0.920 0.718 0.850 0.007 0.07
6878.64 6879.66 0.722 0.664 0.710 0.603 0.012 0.061

Clinical case 4
0 0 – 1.00 – 1.00 – –
3917.97 3923.39 0.903 0.903 0.912 0.912 0.008 0.008
3923.39 3924.75 0.612 0.553 0.631 0.575 0.019 0.022
3936.27 3939.66 1.50 0.829 1.43 0.826 0.065 0.003
3950.51 3951.19 1.12 0.926 1.12 0.921 0.001 0.005
3960.00 3968.14 1.29 1.20 1.30 1.19 0.002 0.005
3979.66 3982.37 1.23 1.48 1.17 1.40 0.055 0.072
3990.51 3992.54 0.465 0.687 0.462 0.648 0.003 0.038
4007.46 4008.81 1.35 0.927 1.32 0.853 0.033 0.073
Root mean square error 0.044 0.062
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automatically during physical movements of the microscope’s
head. This allowed for the correct manual noting of theoretical
magnification values regardless of whether the magnification func-
tion was used or if the microscope’s head was moved physically. It
should be clarified that the autofocus function on the Pentero
microscope may not be enabled to perform the brain tumor resec-
tion surgery as per the preference of the neurosurgeon. Further-
more, the neurosurgeon may take more than 2–6 s to use the
magnification function of the microscope but only one theoretical
magnification value was manually noted down. The ti and tj col-
umns in Table 3 reflect this scenario, especially, for clinical cases
2–4.

Experimentally, we determined that a minimum of 10 homolo-
gous points computed the magnification factors consistently for the
full-length clinical cases. Fig. 9 shows the stereovision point clouds
for a clinical case at a few magnification settings. For time points
where the magnification of the microscope has changed, our algo-
rithm is able to estimate the magnification factor of successive time
points, ti and tj, within 0.044 of the theoretical value in 4 clinical
brain tumor surgery cases. Furthermore, our algorithm is able to
estimate the current or running magnification factor of the micro-
scope for these clinical cases from the initial start time point of
the video acquisition, t0, within 0.062 of the theoretical value.
Video 2 shows point clouds acquired by the operating micro-
scope at different magnifications for clinical case #4. On the left
side of the Video 2 is the ‘‘view selector’’ of the field of view
(FOV) acquired at a different magnification. The point clouds for
each view are shown on the right. Video 2 first shows the point
clouds for each of the 3 views. Then, Video 2 shows the point
clouds between the views 1–2 and views 2–3. Based on the pre-
sented magnification factor estimation algorithm, the point clouds
have been sized correctly and reflect the physical dimensions of
the brain surface. It should be clarified that the point clouds are
not registered to each other because the operating microscope is
not optically tracked.

To compare the stereovision point clouds obtained from our
presented method to the gold standard tLRS, the tLRS and stereovi-
sion point clouds were obtained as close in time as possible with-
out disrupting the surgical workflow. This also minimized the
effect of any occurring brain shift. The acquisition perspective of
the tLRS and stereovision systems are different and thus, different
parts of the craniotomy are viewable from both modalities. As a
result, the tLRS point clouds were manually cropped to contain
the cortical surface area that is common to the FOV of the stereo-
vision system. These tLRS point clouds and the stereovision point
clouds for each brain tumor surgery case were manually aligned.
We expect minimal alignment error if the operating microscope
were optically tracked.

The stereovision point cloud is much denser than the tLRS’ point
cloud because of different acquisition distances. For each 3D point
in the tLRS, a point in the stereovision point cloud is determined
using nearest-neighbors, and these stereovision-tLRS nearest-
neighbor points are used for evaluation. An example is shown in
Fig. 10 for a clinical case. The RMS errors computed between the
tLRS point clouds and the nearest-neighbor stereovision-tLRS point
clouds for the clinical cases are presented in Table 4. Fig. 11 shows
the tLRS point clouds and the stereovision point clouds acquired at
different magnifications (pre- and post-resection) for a clinical case
performed at VUMC. It should be clarified that the magnification
factor is computed continuously throughout the duration of the
surgery for the stereovision point cloud to have the correct size
(length, width, and depth) for post-resection analysis. Using our
intraoperative microscope-based stereovision system, we achieve
accuracy in the 0.535-1.35 mm range. This accuracy is comparable
to the tLRS used in digitizing the cortical surface, which as an
intraoperative digitization modality has an accuracy of 0.47 mm
(Pheiffer et al., 2012). It should be noted the accuracy values pre-
sented in Table 4 is essentially a surface-to-surface measure
between the tLRS and stereovision point clouds. If the operating
microscope were optically tracked, then a point-based measure
between the tLRS and the stereovision point clouds could be per-
formed. We aim to perform such a study once the optical tracking
for the Pentero microscope has been developed. This could possibly
lead to lower RMS errors computed between the tLRS point clouds
and the nearest-neighbor stereovision-tLRS point clouds for the
clinical cases. The manual alignment makes the errors presented
in Table 4 an upper bound for digitization error of the presented
method. In Table 4, the post-resection tLRS point cloud for clinical
case #3 was unavailable due to tLRS data acquisition issues.

Our presented algorithm is also robust to physical movements
of the microscope, which usually occurs when the neurosurgeon
and their resident are performing the brain surgery together.
Fig. 12 is of clinical case #1 performed at VUMC and shows that
the correspondences extracted for computing the magnification
of the microscope automatically is tracked well through the rota-
tion of the microscope from the neurosurgeon to the resident.
Video 3 shows the robust tracking of homologous points and esti-
mation of magnification factors under realistic movements of the
microscope for clinical case #2 performed at VUMC. Both Fig. 12



Fig. 9. (a) Rectified left camera at time ti, and (b) time tj, is used for estimating the magnification factor of the microscope, which yields the correct size of the point cloud,
shown in (c). This data is from clinical case #1.

Fig. 10. Pre-resection clinical case #2 is shown. The nearest-neighbor (NN) stereovision point cloud to the tLRS point cloud is shown. This is used for error evaluation. The
original stereovision point cloud is shown as well.

Table 4
RMS errors (surface-to-surface distance) computed between tLRS and the nearest-
neighbor stereovision-tLRS point clouds at different magnifications for 4 clinical cases
performed at VUMC. RMS values are in millimeters.

Clinical case Surgery stage RMS (mm) fak
0

Timestamp (min)

1 Pre-resection 0.887 1.28 0.077
1 Post-resection 1.35 1.67 99.65
2 Pre-resection 0.536 1.0 0.034
2 Post-resection 1.12 1.73 77.03
3 Pre-resection 1.06 1.0 0.017
4 Pre-resection 0.945 1.0 0.147
4 Post-resection 0.850 0.578 78.09
RMS range 0.536–1.35 mm

A.N. Kumar et al. / Medical Image Analysis 19 (2015) 30–45 41
and Video 3 show realistic and typical movements of the micro-
scope during neurosurgery.

From Figs. 9 to 11, it is clear that the stereovision point clouds
have missing points or holes. This limitation is attributed to outli-
ers or undetermined disparities in the disparity map computed
from the stereo reconstruction stage. It is well recognized in com-
puter vision literature that disparities between left and right cam-
eras’ images cannot be computed for scenes that are out of focus or
without texture (Bradski and Kaehler, 2008). In surgery, the areas
with no texture typically consist of bloody regions, drapes, surgical
instruments, and out of focus regions. Determining disparities for
texture-less regions of the FOV and filling the missing points in
the point cloud is beyond the scope of this article, and several
robust techniques for doing so are discussed in Scharstein and



Fig. 11. Clinical case #1 tLRS point clouds taken at different time points (pre-resection (fak
0 ¼ 1:28, post-resection fak

0 ¼ 1:67) and from our stereovision system is shown. The
tLRS’ point cloud is acquired at a specific working distance and at a different angle from the operating microscope, this is apparent in the tLRS bitmap. The tLRS point cloud has
been made larger for visualization purposes. The stereovision point clouds and the tLRS point clouds were manually aligned for the error analysis shown in Table 4. Note, the
presented algorithm for magnification factor estimation runs for the duration of the surgery to size the post-resection point cloud correctly.

Fig. 12. The tracking of corresponding keypoints frame-to-frame is robust to movements and rotations of the microscope. The top row shows the left camera sequence of
clinical case #1 and the bottom row shows the movement of keypoints from the previous frame to the current frame.
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Szeliski (2002). Recently, Hu et al. (2010) proposed an interesting
method, based on evolutionary agents, for reconstructing organ
surface data robustly in endoscopic stereo video subject to miss-
ing disparities and outliers in the disparity map. Maier-Hein
et al. (2013, in press) also presented a review of 3D surface recon-
struction methods for laparoscopic surgeries, where stereo-pair
cameras are used. For the purpose of model-updated surgical guid-
ance, having holes in the point cloud is not a critical limitation. This
is because the model-update framework relies on deformation
measurements of the organ surface based on established corre-
spondences for registration. Registration methods such as thin
plate splines (Goshtasby, 1988) provide smooth deformation fields,
which have been used as input into model-update framework
(Ding et al., 2009, 2011).

3.4. Perturbation of keypoints

At its core, the presented algorithm is dependent on the match-
ing and homography estimation of SURF keypoint pixel locations.
We perturb the keypoints at ti and tj on a portion of clinical case
#2 to test the robustness of our magnification factor estimation
algorithm. The duration of the portion of clinical case #2 used in
this section is approximately 77 s. This portion of clinical case #2
is where we asked the neurosurgeon to change the magnification
of the autofocus-enabled microscope and physically move the
microscope’s head toward/away from the FOV repeatedly at
several time points and manually noted down the theoretical
magnification values. We perturb a percentage of the detected key-
point locations at ti and tj, in increments of 5 from 5% to 100%, by
Gaussian noise of standard deviation, r. In essence, we are adding
pixel-level localization error, of r magnitude, to a percentage of
detected SURF keypoints. The standard deviations of Gaussian
noise have been increased from 1 pixel to 16 pixels. Then, we exe-
cute our algorithm to estimate the running magnification factor,fak

0 , on the portion of clinical case #2. We compute Dak
0 (shown in

Table 3) and report the RMS error per percentage of perturbation
per r. Depending on the value of r, approximately 1200 keypoints
were detected and around 20–500 homologous keypoints were
determined from the matching stage of this paper. Fig. 13 shows
the plots of the RMS error as a function of percentages of perturbed
keypoint pixel locations with a specified r. The graph in Fig. 13
shows that as perturbations are increased, the RMS error of the
magnification factor estimations increases slowly. Without any
perturbation of the SURF keypoints, the RMS error for the portion
of the clinical case #2 is 0.07. The RMS error is the highest, 0.7,
for the severe keypoint localization noise of r = 16 pixels, which
is not expected of a typical brain tumor surgery video sequence.
From Fig. 13, our presented method for estimating the magnifica-
tion factor gives a reasonable RMS error when 40% of SURF
keypoints can be localized within an error of 6–8 pixels. Our algo-
rithm also performs with a low RMS error in magnification factor
estimation when 20% of SURF keypoints can be localized with an
error of 1–16 pixels. This indicates that the proposed algorithm
can robustly estimate the magnification factor to correctly size



Fig. 13. Plots showing the RMS running magnification errors when a percentage of
SURF keypoint pixel locations are perturbed by Gaussian noise of different standard
deviations, r. The RMS error value with no perturbation (0%), indicated by the black
dot, is 0.07. As the noise increases, the RMS error increases slowly as well.
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the point clouds obtained from the microscope. The presented
algorithm’s robustness to perturbations of keypoints can be attrib-
uted to the robust RANSAC step of finding homologous points by
estimating a homography. The RANSAC-based homography esti-
mation method is able to mark some of the perturbed keypoints
as outliers and then magnification factor is estimated using the
determined homologous points. As the perturbations become
greater, less homologous points are found by the RANSAC-
estimated homography leading to poorer estimation of magnifica-
tion factor.
3.5. Digitization time

For the developed microscope-based digitization system to be a
viable intraoperative data source, the execution time for all
involved steps needs to be considered. Table 5 lists the execution
time for all the steps of the stereovision framework, and the pre-
sented algorithm for the automatic estimation of the microscope’s
magnification factor for a Windows 7 Dell Precision Desktop T1500
with Intel Core i7 2.80 GHz Processor and 12 GB RAM. The listed
execution times can be made faster through code optimizations
and by using GPUs. The initial stereo calibration stage is performed
once prior to the start of the surgery, while the rest of the steps for
obtaining point clouds from the operating microscope’s FOV sub-
ject to unknown magnification changes takes 0.9 s per stereo-pair
image frame. This translates to processing the microscope’s stereo-
pair video streams at approximately 1 Hz for active near real-time
Table 5
Average runtimes for all the tasks involved in the presented operating microscope-
based digitization of 3D points. The tasks are executed per stereo image pair unless
otherwise noted.

Task Average time

Acquisition of stereo video 0.03 s, 29.5 fps
Initial stereo calibration (done once) 30 s
Stereo rectification 0.06 s
BM stereo reconstruction 0.3 s
SURF keypoints 0.2 s
Matching and homography 0.2 s
Estimation of ~a and divergence 0.1 s
Total digitization time 0.9 s
3D digitization. Moreover, this quick 3D digitization does not
require any manual action and is actively performed while the
neurosurgery is in progress. In addition, it is also important to
realize that the current use of image-guidance within the surgical
theatre involves periodic intraoperative data acquisition of the
surgical field at distinct time points, for example, intraoperative
data may be obtained 4–5 times over the course of a 3–4 h surgery.
Table 5 suggests the possibility of a near real-time minimally cum-
bersome solution for providing relatively continuous intraopera-
tive data of the surgical field compared to the very sparse data
acquisitions that occur routinely today.
4. Discussion

The presented algorithm for automatically estimating the mag-
nification factor of the operating microscope is built on a content-
based approach. This approach relies on the temporal persistence
of features in the FOV of the microscope, which is a reasonable
assumption in neurosurgery. The organ surface is very rich in fea-
tures for determining SURF keypoints and stereo video acquisition
can seamlessly provide the temporal persistence needed to esti-
mate the unknown magnification settings and movements of the
microscope. Digitizing points on distant regions in the FOV of the
stereo-pair cameras, beyond its working plane, is a limitation of
stereovision theory. The working distance of the stereo-pair cam-
eras is determined by the calibration pattern’s initial poses during
the stereo calibration stage. The tLRS is also limited by its working
distance for digitization of points and thus, the tLRS cannot digitize
regions closer than its working distance. For stereovision systems,
closer regions are digitized with better accuracy and fine-grain
depth measurements can be estimated (Bradski and Kaehler,
2008). Digitizing distant surfaces, beyond the working plane, is
not a critical limitation for the use of the proposed intraoperative
microscope-based digitization system. The size of the calibration
pattern can be made similar to the size of the surgical site in neu-
rosurgery. This allows for the stereovision’s working plane for the
accurate estimation of disparity to be the area of the organ surface.
Furthermore, computing the unknown magnification factor of the
operating microscope keeps the stereovision’s working plane intact
for disparity estimation and 3D digitization.

The limitations of the block matching stereo correspondence
algorithm have been previously discussed in this paper and the
disparities can be computed robustly using newer techniques such
as Maier-Hein et al. (2013). The computation of magnification fac-
tors depends on the SURF keypoints being homologous between ti

and tj. Drastic changes such as when the neurosurgeon’s gloves are
suddenly blocking the entire FOV can hamper the matching
process for finding homologous keypoints. For large abrupt move-
ments of the microscope’s head, increasing the sampling rate for
finding homologous points from 1 s to analyzing every frame helps
find homologous points. This is because movements appear
smooth at every frame, but taking every 30th frame (every 1 s)
for analysis makes these movements appear abrupt.

It should be noted that if the presented algorithm miscalculates
the magnification factor with a large error between ti and tj, then
the error does accumulate. This will lead to incorrectly sized ste-
reovision point clouds at the post-resection stage yielding a larger
error when compared to the post-resection tLRS. However, from
our results in Table 4, the presented algorithm is able to estimate
the magnification factor for the entire duration of the brain tumor
surgery and the post-resection digitization error between the pre-
sented method and the gold standard tLRS is quite reasonable, in
the RMS error range of 0.84–1.35 mm. To clarify this further, the
tLRS and stereovision point clouds were manually aligned for the
error computation and the error evaluation can be driven by any
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misalignment. Table 4 presents the upper bound of digitization
error between the presented stereovision system and the tLRS.

Another limitation of the presented method occurs when the
FOV remains out of focus for long periods of time because the neu-
rosurgeon has adjusted the surgical microscope’s focal point to
view the resection cavity better. Though it does not adversely
affect the performance of keypoint matching to a great extent, it
does severely affect the block matching disparity estimation algo-
rithm and a better stereo correspondence method can solve this
issue. To counter these effects, the autofocus function on the oper-
ating microscope may be used to make the entire FOV sharp and
the presented method performs well. Recall that the autofocus
function of the Pentero microscope adjusts its optics every time
the magnification function is used or if the microscope’s head is
moved.

It should be noted that the goal of this paper is to correctly size
the digitized point clouds acquired from an operating microscope
that is reflective of the physical dimensions of the organ surface.
Since the operating microscope used in this work is not optically
tracked, transformation of these correctly sized clinical point
clouds to the microscope’s coordinate system is not achieved.
These coordinate transformations are needed to compute organ
surface displacements for driving a model-based deformation com-
pensation framework. Overall, the vital information contained in
the feature-rich regions of the cortical surface digitized accurately
with an optically tracked microscope can facilitate the delivery of
continuous intraoperative measurements required for driving a
deformation compensation framework. To satisfy a major part of
this requirement, our stereovision system is designed to reliably
and accurately digitize the organ surface in near real-time. The
optical tracking aspect of the operating microscope is currently
under development. Lastly, the presented stereovision digitization
platform is not limited to operating microscopes used in neurosur-
geries and related research is underway for extending this kind of
stereovision platform for other soft tissue surgeries.
5. Conclusion

The proposed non-contact intraoperative microscope-based 3D
digitization system has an error in the range of 0.28–0.81 mm on
the cortical surface phantom object and 0.54–1.35 mm on clinical
brain tumor surgery cases. These errors were computed based
on surface-to-surface distance measures between point clouds
obtained from the tLRS and the operating microscope’s stereovi-
sion system. These ranges of accuracy are acceptable for neurosur-
gical guidance applications. Our system is able to automatically
estimate the magnification factor used by the surgeon in full-
length clinical cases without any prior knowledge within 0.06 of
the theoretical value. The operating microscope-based intraopera-
tive digitization system is able to acquire video streams, estimate
any change in magnification and recalibrate its stereo-pair cam-
eras, and deliver reliable point clouds at approximately 1 Hz. This
reliable digitization of 3D points in the FOV using the operating
microscope provides the impetus to pursue novel methods for sur-
gical instrument tracking for additional guidance and microscope-
based image to physical registration in IGS systems sans optical
trackers. Using the proposed microscope-based digitization system
as a foundation, a functional intraoperative IGS platform within the
operating microscope capable of real-time surgical guidance is
quite achievable in the future. When this novel digitization plat-
form is combined with biomechanical model-based updating of
IGS systems, a particular powerful and workflow-friendly solution
to the problem of soft-tissue surgical guidance is realized and
would be an attractive addition to the clinical armamentarium
for neurosurgery.
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